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Abstract: Modulation of vocal pitch is a key speech feature that conveys important linguistic and affec-
tive information. Auditory feedback is used to monitor and maintain pitch. We examined induced neu-
ral high gamma power (HGP) (65–150 Hz) using magnetoencephalography during pitch feedback
control. Participants phonated into a microphone while hearing their auditory feedback through head-
phones. During each phonation, a single real-time 400 ms pitch shift was applied to the auditory feed-
back. Participants compensated by rapidly changing their pitch to oppose the pitch shifts. This
behavioral change required coordination of the neural speech motor control network, including inte-
gration of auditory and somatosensory feedback to initiate change in motor plans. We found increases
in HGP across both hemispheres within 200 ms of pitch shifts, covering left sensory and right premo-
tor, parietal, temporal, and frontal regions, involved in sensory detection and processing of the pitch
shift. Later responses to pitch shifts (200–300 ms) were right dominant, in parietal, frontal, and tempo-
ral regions. Timing of activity in these regions indicates their role in coordinating motor change and
detecting and processing of the sensory consequences of this change. Subtracting out cortical responses
during passive listening to recordings of the phonations isolated HGP increases specific to speech pro-
duction, highlighting right parietal and premotor cortex, and left posterior temporal cortex involve-
ment in the motor response. Correlation of HGP with behavioral compensation demonstrated right
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frontal region involvement in modulating participant’s compensatory response. This study highlights
the bihemispheric sensorimotor cortical network involvement in auditory feedback-based control of
vocal pitch. Hum Brain Mapp 37:1474–1485, 2016. VC 2016 Wiley Periodicals, Inc.
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INTRODUCTION

Vocal control of pitch is essential for human speech.
However, despite extensive study, the understanding of
sensory-motor control of pitch production is incomplete.
Traditional theories of speech production [Broca, 1861;
Dronkers, 1996; Hickok et al., 2011] emphasize functional
lateralization of the left hemisphere, neglecting the role of
the right hemisphere in speech production despite neuroi-
maging studies consistently showing bilateral neural activ-
ity during speech perception and production [Price, 2010].
Recent work has challenged this notion by suggesting
sensory-motor interactions occur bilaterally for word repe-
tition [Cogan et al., 2014]. Yet sensory-motor transforma-
tions do not only occur in speech repetition but also
continuously occur during ongoing speech as auditory
feedback is monitored and errors in production are rapidly
recognized and corrected. Vocal control of pitch employs
sensory-motor transformations during auditory feedback
for online control and long-term maintenance of pitch pro-
duction: when auditory feedback is available, it is used to
make rapid adjustments in pitch production [Burnett et al.,
1998] and the control of pitch production is impaired
when feedback is absent [Lane and Webster, 1991].

Current models of speech production describe the manner
in which sensory feedback is monitored and errors are recog-
nized and corrected as a special case of neural predictive cod-
ing [Guenther and Vladusich, 2012; Houde and Nagarajan,
2011]. In these current models of speech motor control
[Guenther and Vladusich, 2012; Hickok et al., 2011; Houde
and Nagarajan, 2011], premotor cortex sends a forward
model encoding the predicted auditory feedback to auditory
cortex, where the expected sound is compared to the actual
sound during speaking. When the perceived auditory feed-
back matches the predicted auditory feedback, the prediction
error is minimized and auditory cortical responses are sup-
pressed [Chang et al., 2013; Flinker et al., 2010; Greenlee
et al., 2011; Houde et al., 2002; Kort et al., 2014; Muller-Preuss
and Ploog, 1981; Niziolek et al., 2013]. Yet, when there is a
mismatch between the perceived and predicted auditory
feedback, there is a prediction error corresponding to an
enhanced neural response [Behroozmand and Larson, 2011;
Behroozmand et al., 2009; Chang et al., 2013; Greenlee et al.,
2013b; Kort et al., 2014; Niziolek et al., 2013]. This prediction
error can then be passed to higher levels to update the motor
map, make online changes to the motor plan, and
refine future predictions [Guenther and Vladusich, 2012;

Hickok et al., 2011; Houde and Nagarajan, 2011; Niziolek
et al., 2013]. The neural substrates of the corresponding trans-
formations can be probed using time resolved neuroimaging.
Specifically, the neural mechanisms that allow errors to be
detected and responded to can be broken down into three
stages: (1) detection of the error/neural representation of the
prediction error, (2) coordination of the motor change, which
involves integrating the somatosensory and auditory feed-
back, updating the motor plan and creating new sensory pre-
dictions, (3) detection of the sensory consequence of the new
motor plan and using this information to update the state
estimation. The process of monitoring and responding to sen-
sory feedback is vocal feedback control. The goal of this
study is to elucidate the neural substrates of these three
stages of compensation for pitch feedback alterations.

Studies using fMRI lack the temporal resolution to distin-
guish the stages of sensory-motor transformations mentioned
above [Parkinson et al., 2012; Zarate and Zatorre, 2008]. Con-
versely, EEG studies [Behroozmand et al., 2009, 2011] lack
spatial resolution to make inferences about what brain
regions are involved in these stages sensory-motor process-
ing. ECoG studies are limited by grid coverage and have
focused on the left hemisphere [Chang et al., 2013; Greenlee
et al., 2013a]. A previous study using magnetoencephalogra-
phy, focusing on low-frequency evoked responses, found
bilateral sensory-motor responses during vocal control of
pitch which did not correlate with the participants’ motor
behavior [Kort et al., 2014]. Space- and time-resolved imag-
ing of induced neural activity are important to better deter-
mine neural computations related to vocal feedback control.
The high time and spatial resolution of magnetoencephalo-
graphic imaging provides this resolution and offers an inter-
mediate scale between invasive ECoG and fMRI. Here, we
focus on the induced high gamma band (65–150 Hz) as the
prominent frequency band modulated in previous ECoG
studies [Chang et al., 2013; Greenlee et al., 2013a]. Induced
measures of neural activity include responses that are not
phase-locked to the stimulus. High gamma band activity has
been shown to correlate with fMRI [Mukamel et al., 2005]
and spiking activity of neurons [Crone et al., 2006].

In this study, we sought to investigate the spatial–tem-
poral dynamics involved in feedback control of speech
production. Using magnetoencephalography to measure
the neural response to an unexpected shift in pitch
allowed us to investigate neural responses to unexpected
reafferent information. With this paradigm, we examined
which cortical regions are involved in voice pitch control
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removed from linguistic and emotional context, how these
cortical responses to an error in pitch production evolve
over time, how these cortical responses relate to behavioral
responses, and the neural connectivity between nodes in
the pitch production network.

MATERIALS AND METHODS

Participants

Fifteen right-handed English speaking volunteers with
normal speech and hearing participated in the study. Only
nonsingers were included in this study since unique behav-
ioral and neural responses to shifted auditory feedback dur-
ing singing for musicians [Zarate and Zatorre, 2008] have
been reported. Three participants (2 male and 1 female)
were eliminated from the study due to the failure of the
pitch tracking algorithm to reliably track the pitch. Twelve
volunteers (6 female) participants showed behavioral com-
pensation to the auditory perturbation and were included
in all analyses. After procedures had been fully explained,
all participants gave their informed consent. The study was
performed with the approval of the University of Califor-
nia, San Francisco Committee for Human Research.

MEG Recording

The task was completed during whole head MEG neural
recording in awake participants lying in the supine posi-
tion. The MEG system (CTF, Coquitlam, British Columbia,
Canada) consists of 275 axial gradiometers whose data
were recorded with a sampling rate of 1200 Hz. Three
fiducial coils were placed on the nasion and left/right pre-
auricular points to triangulate the position of the head rel-
ative to the MEG sensor array. In a separate session, high-
resolution anatomical MRIs were obtained for each partici-
pant. The fiducial markers points were later coregistered
with an anatomical MRI to generate head shape.

Experimental Design and Procedure

The experiment was administered in a block design with
a Speaking Condition and Listening Condition. In both the
Speaking Condition and the Listening Condition, partici-
pants watched a screen with a projected image in their line
of sight. Prior to each block, participants were verbally cued
to the instructions of the block, described below. For every
trial, the background of the screen was black. A trial was
initiated when three large white dots appeared in the center
of the screen. Each dot disappeared one by one, simulating
a countdown. When all three dots disappeared, participants
either phonated or passively listened, corresponding to the
block. A visual cue—the number of remaining trials preced-
ing a break—appeared to signal the end of the trial.

In the Speaking Condition, participants were instructed
to speak the vowel/a/until the termination cue. The partici-

pants spoke into an MEG-compatible optical microphone
(Optimic MEG, Optoacoustics, http://www.optoacoustics.
com/medical/optimic-meg/features) and received auditory
feedback through MEG-compatible earplug earphones (ER-
3A insert headphone, Etymotic, http://www.etymotic.com/
auditory-research/accessories/er3a.html). During the pho-
nation, the participants heard one 100 cent pitch perturba-
tion lasting 400 ms whose onset was jittered in time from
speech onset, beginning between 500 and 1000 ms after the
visual prompt. The 100 cent pitch perturbation was selected
since it is sufficiently large to induce a robust neural and
behavioral response, but sufficiently small that it is in line
with naturally occurring speech errors and the speech is
still identified as self-produced. An equal number of pitch
shifts that either raised or lowered the perceived pitch were
pseudorandomly distributed across the experiment. The jit-
tered perturbation onset prevented the participant from
anticipating the timing of the perturbation while the pseu-
dorandom selection of raising or lowering the pitch pre-
vented the participant from anticipating the direction of the
perturbation. In the Listening Condition, participants
received the same visual prompts but passively listened to
the recording of their perturbed voice feedback obtained in
the previous Speaking Condition block. The auditory input
through earphones in both conditions was identical.

The experiment contained 4 blocks of 74 trials with
brief, self-paced breaks every 15 trials. The blocks alter-
nated between the two conditions: blocks 1 and 3 were the
Speaking Condition; blocks 2 and 4 were the Listening
Condition. Prior to the start of the experiment, the volume
of auditory input through the earphones was adjusted, so
that participants reported their auditory feedback was the
same as or slightly louder than they normally would hear
their voice during air conduction. This was to ensure that
the participants perceived the auditory feedback through
their headphones as natural.

Speech alteration system

The speech alteration system performed the pitch pertur-
bation using the following methods. The system used an
analysis–synthesis process to repeatedly digitize 3 ms
frames of the participant’s speech (32 time samples at an
11,025 Hz sampling rate) directly from the microphone.
These 3 ms frames were analyzed, modified, and resynthe-
sized into new frames that were the altered audio output.
The system used a 400-sample (36 ms) buffer that was ana-
lyzed by computing a narrow-band magnitude frequency
spectrum. The pitch was estimated from the harmonic spac-
ing of the narrow-band spectrum, and was modified inde-
pendently from other speech features (formants and total
frame energy) before being recombined to make the new
narrowband magnitude spectrum. The new spectrum was
used to create the next frame of audio output using sinusoi-
dal synthesis [McAulay and Quatieri, 1986]. This synthesis
method does not require the phase spectrum of the original
input speech; instead, each harmonic peak in the new
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narrow-band magnitude spectrum specifies the frequency
and amplitude of a sinusoid; these sinusoids simply were
added together to create the next frame of output speech.
The output audio of the speech was then converted back to
an analog signal that was fed through the participant’s
MEG-compatible earphones.

Audio analysis

Pitch analysis was performed on each trial of each par-
ticipant’s audio data. The microphone and feedback sig-
nals were recorded and analyzed, sampled at 11025 Hz.
The data was recorded in 32-sample frames. Waveform
data was analyzed in successive 30 ms frames, with an
advance of 3 ms between frames. Pitch was estimated for
each of these frames using the standard autocorrelation
method [Parsons, 1986]. Initial pitch bounds for pitch
tracking were 30–300 Hz, which were then adjusted for
each subject to minimize octave errors in the pitch esti-
mation. The resulting frame-by-frame pitch contour was
then smoothed with a 20 Hz, fifth-order, low-pass Butter-
worth filter. Using visual inspection, trials with erroneous
pitch contours were removed. The visual inspection iden-
tified trials with large, nonphysiologic deviations that can
be a consequence of the pitch tracking software. A pre-
perturbation interval was analyzed to calculate the mean
and standard deviation for each participant’s pitch con-
tour. The baseline was chosen as the largest possible
interval that fit the constraint of the minimum time
between voice onset and perturbation onset. The baseline
window size varied across trials since the onset of the
pitch shift was jittered in respect to speech onset. By
using a baseline window, we avoid a confound that could
arise if a participant has a tendency to either raise or
lower the pitch of their voice during steady-state vocal-
ization and allow for comparison across subjects. The
magnitude and onset of the compensation were deter-
mined for each participant and then averaged to create
the grand-average compensation magnitude and response
onset. A participant’s response onset was conservatively
set to occur when the mean pitch time-course deviates
from the baseline by two standard deviations. The abso-
lute value of pitch contours for each perturbation type,
1100 cent or 2100 cent, was averaged together for each
participant. The pitch contour in cents was calculated
from absolute frequency (Hertz) by

Dcents 5 100

3 12 3 log 2
pitch response peak Hzð Þ

mean pitch frequency of preperturbation baseline Hzð Þ

� �� �

The calculation for the mean percent compensation was

%compensation 5 -100 3
Dcents

applied pitch shift centsð Þ

The negative sign ensures a positive-percent compensation.

MEG data preprocessing

The MEG sensor data were manually marked at the
speech onset and at the perturbation onset. Third gradient
noise correction filters were applied to the data and the
data were corrected for a DC offset based on the whole
trial. Artifact rejection of abnormally large signals due to
EMG, head movement, eye blinks, or saccades was per-
formed qualitatively through visual inspection and trials
with artifacts were eliminated from the analysis. Sensor
data was notch filtered around 120 Hz with a width of
4 Hz. Only trials with a minimum for 400 ms between
voice onset and perturbation onset were included in sub-
sequent analyses. On average, there were 136 trials for
each condition per participant that fit these criteria.

MEG data analysis

A time–frequency optimized spatially adaptive filtering
algorithm implemented in NUTMEG [Dalal et al., 2008]
was used to localize the induced activity in the high
gamma band (65–150 Hz) to the individual participant’s
spatially normalized MRIs. The NUTMEG toolbox has
been previously described in detail in Dalal et al. [2011].
Noise-corrected pseudo-F ratios were computed between
the active windows (following the perturbation onset)
and the prestimulus control baseline (the window preced-
ing the onset of the perturbation) [Dalal et al., 2008; Seki-
hara and Nagarajan, 2010]. The windows were 100 ms
with an overlap of 25 ms, and since four overlapping
windows are required to reconstruct one 25 ms window,
we were able to interrogate the times 100 ms following
the perturbation onset to 300 ms following the perturba-
tion onset in 25 ms steps. Group statistics were computed
using the NUTMEG time–frequency statistics toolbox
[Dalal et al., 2008, 2011] with statistical nonparametric
mapping (SnPM) [Singh et al., 2003].

A multisphere lead field (forward model) was calculated
for every 5 mm voxel in the brain. The lead field describes
the magnetic field strength at each MEG sensor that would
arise from a single dipole source originating in each voxel.
Source localization was then calculated for the high
gamma band activity using both the lead field and sensor
covariance. Noise-corrected pseudo-F ratios were com-
puted between the active windows (following the pertur-
bation onset) and the prestimulus control baseline (the
window preceding the onset of the perturbation). Deep
brain nuclei are a greater distance from the MEG sensors
with low signal-to-noise ratio, especially for high-gamma
signals, resulting in spatial blur and greater uncertainty in
estimating their activity. Therefore, we are restricting our
analysis to the cortical surface by removing voxels in deep
brain structures.

The results from the time–frequency beam former for each
participant, computed in their native space, were normalized
to the MNI template brain using SPM2. For every time–fre-
quency point, three-dimensional maps average and variance
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maps were calculated. The variance maps were then
smoothed with a Gaussian kernel with a half-width of
20 3 20 3 20 mm3. Using this, a pseudo-t statistic was
obtained at each voxel and time window. Active and control
labels across trials were permuted 2Number of participants
times to create nonparametric null distributions to derive p-
values. The neurobehavioral correlations comparing individ-
ual participant’s mean compensation with neural responses
were calculated by computing Pearson’s correlation coeffi-
cients for activations for all voxels again behavioral compensa-
tion. All images were cluster-corrected to 30 voxels, P < 0.01,
so that only clusters remained that contained 30 contiguous
voxels with P < 0.01 using the Nutmeg software toolbox.

RESULTS

Left Sensory Cortex Responses and Right

Inferior Frontal Regions Guide Pitch Shift

Detection

Participants responded to the transient pitch shifts by
compensating: they rapidly changed their pitch production
to oppose the shifts that either increased or decreased the
pitch of their voice. The mean f0 contours of each partici-
pant in response to the pitch shift are shown in Figure 1.
The mean compensation for each participant was 21.79%
(range: 10.4–41.65). The mean compensation onset latency
was 187.22 ms (range: 124.69–300.29), whereas the mean
peak compensation latency was 522.94 ms (range: 458.48–
625.37). There were no correlations between mean com-
pensation, compensation onset latency, and peak compen-
sation latency across participants.

Within the first 125 ms after pitch shift onset, presum-
ably the first stage of pitch feedback error detection, we
observed widespread increases in induced high gamma
power (HGP) over left primary and secondary sensory
regions and right premotor, parietal, and frontal regions,
after which HGP enhancement becomes right dominant
(Figure 2 and Table I). In the left hemisphere, primary
sites were in sensory regions across auditory cortices in
the temporal lobe, and dorsally including somatosensory
cortex (SSC). In the right hemisphere, activations
included the inferior parietal lobe (IPL), the supramargi-
nal gyrus (SMG), right premotor cortex (PMC), and ante-
rior regions including the insula and inferior frontal
gyrus (IFG).

Cortical activity prior to onset of behavioral compensa-
tion (187.22 ms) are presumably involved in processing
the pitch feedback error and preparing for a behavioral
change. The left hemisphere primary and secondary sen-
sory regions, with the exception of left posterior middle
temporal gyrus (MTG), had peak activity during this
interval. In contrast, only two regions in the right hemi-
sphere had activations peaking in this interval: right IFG-
pars triangularis and anterior superior temporal gyrus
(STG).

Right Premotor and Parietal Cortex, Left

Posterior Temporal Cortex Initiate

Compensation, and Prepare for Change in

Feedback

Cortical regions that show peak activity concurrent with
the compensation onset suggest involvement in both

Figure 1.

Vocal responses to the shift in pitch of audio feedback. Grand-

average across participants vocal responses (a) to 1100 cent

pitch shift and (b) to 2100 cent pitch shift. In both (a) and (b),

thick center blue line shows the mean time course of the audio

input heard by participants (flanked by thin 6 standard error

lines) and thick center red line shows participants’ mean vocal

production (again, flanked by thin 6 standard error lines). Indi-

vidual participant mean responses to the (c) 1100 cent pitch

shift and (d) 2100 cent pitch shift. The shift onset occurs at

0 ms and is sustained for 400 ms, denoted by the green region.

[Color figure can be viewed in the online issue, which is avail-

able at wileyonlinelibrary.com.]
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inducing compensation and preparing for the new feed-
back that will result from the motor change. The onset of
compensation occurs in the window 175–200 ms following
the pitch shift. During this window the HGP continued to
increase in the right hemisphere with peaks in right pre-
motor cortex and right dorsal IPL, while the HGP
response in the left hemisphere was restricted to left poste-
rior MTG.

Right Frontal and Parietal Regions Monitor the

Feedback Change Feedback

As participants change their pitch to compensate for
the shift, their auditory feedback also changes. Cortical
regions that show peak activity after the onset of compen-
sation suggest involvement in continued compensation
and monitoring of the new auditory feedback. In this seg-
ment of the pitch shift response, between 200 and
300 ms, right-hemisphere activity continued to increase,
including peaks in right frontal (middle and inferior fron-
tal gyrus), insula, temporal (MTG), and parietal areas
(SMG). Throughout the entire window of the pitch shift,
right SMG demonstrates the largest sustained power
increase, indicating an involvement in coordinating the
detection of and response to the pitch error. By 300 ms
following the pitch shift, induced activity in the right
hemisphere persists across SMG, PMC, and frontal
regions.

Right Parietal and Premotor Cortex, Left

Posterior Temporal Lobe Showed Speaking

Specific Activity

The motor act of vocalization is necessarily accompa-
nied by concurrent auditory input of the acoustic conse-
quence of one’s own vocalization. By comparing the
cortical responses during the beginning of compensation
to passively listening to the same auditory input, we
can identify responses that are associated with initiating
vocal compensation as opposed to passively perceiving a
change in pitch. Despite the widespread bilateral early
activity to the unexpected pitch shift in the speaking
condition, only right IPL, SMG, and PMC and left poste-
rior MTG and middle occipital gyrus (MOG) showed
greater responses in the speaking condition than in the
passive listening condition (Figure 3 and Table II). The
enhancement during speaking as compared to during
passive listening of the response to an unexpected pitch
shift, termed Speaking Perturbation Response Enhance-
ment (SPRE) [Chang et al., 2013; Kort et al., 2014], had
peak activity in right dorsal IPL and right PMC immedi-
ately prior to (PMC) or concurrent with (IPL) the onset
of compensation, indicating their involvement in coordi-
nating the motor change driving compensation. Regions
in the left hemisphere that show SPRE, left posterior
MTG and MOG, and one region in the right

Figure 2.

Cortical responses to the pitch shift during the speaking condi-

tion. MEG cortical responses aligned to pertubation onset are

enhanced in the speaking condition in response to the pitch shift

compared to steady-state vocalization. Images are cluster cor-

rected, 30 voxels, P < 0.01. Color scale represents t-value.

[Color figure can be viewed in the online issue, which is avail-

able at wileyonlinelibrary.com.]
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hemisphere, SMG, showed significant enhancement when
the sensory consequences of the compensation should be
detected.

Right Frontal and Left Anterior and Posterior

Temporal Regions Correlated with Individual

Participant’s Mean Compensation

While all participants in this analysis compensated for
the unexpected shift in pitch, the amount each participant
opposed the shift varied. To address the neural underpin-
nings of this behavioral variability, we performed neurobe-
havioral correlations of HGP during speaking and
individual participant’s mean compensation. Neurobeha-
vioral correlations with mean compensation revealed a
large cluster of right frontal regions, including IFG-pars
triangularis, IFG-pars orbitalis, and middle frontal gyrus
(MFG) that were significantly positively correlated with
individual participant behavioral compensation to the

pitch shift (Figure 4 and Table III). In the left hemisphere,
one large cluster extending from posterior temporal lobe
to MOG was significantly positively correlated with behav-
ioral compensation. On the other hand, left anterior MTG
showed a strong negative correlation with behavioral com-
pensation. The neurobehavioral correlations with mean
compensation occur in the first 200 ms following the pitch
shift. Given the timing of the correlations with mean com-
pensation, we can infer that the neurobehavioral correla-
tions relate to how observing the initial detection and
processing of the pitch shift impacts the total amount of
compensation.

DISCUSSION

Online control of pitch using auditory feedback is
important for communication. In this study, we examined
the cortical mechanisms involved in online control of pitch
by studying the response to a shift in pitch feedback. We

TABLE I. Regions of significant enhancement in response to the pitch shift during speaking compared

to steady-state vocalization

Region
Perturbed Speech–Speech

MNI peak voxel

Perturbed
Speech–Speech

Time-course t-value P-value

Left transverse temporal gyrus 245.0 230.0 10.0 Peak: 100–125 ms
Duration: 100–200 ms

3.96685 2.4 3 1024

Left somatosensory cortex 255.0 225.0 40.0 Peak: 125–150 ms
Duration: 100–200 ms

4.02157 9.8 3 1024

Left posterior middle temporal gyrus 260.0 270.0 15.0 Peak: 175–200 ms
Duration: 100–300 ms

4.54941 4.9 3 1024

Left middle occipital lobe 210.0 2100.0 10.0 Peak: 125–150 ms
Duration: 100–150 ms

3.34456 0.0081

Left middle temporal gyrus 265.0 210.0 25.0 Peak: 150–175 ms
Duration: 100–200 ms

3.83291 0.0012

Right premotor cortex 55.0 210.0 40.0 Peak: 175–200 ms
Duration: 100–300 ms

5.57166 2.4 3 1024

Right inferior parietal lobe 55.0 230.0 40.0 Peak: 175–200 ms
Duration: 100–300 ms

4.49757 4.9 3 1024

Right supramarginal gyrus 55.0 225.0 20.0 Peak: 225–250 ms
Duration: 100–300 ms

6.35952 2.4 3 1024

Right middle temporal gyrus 60.0 240.0 215.0 Peak: 200–225 ms
Duration: 100–275 ms

3.63265 9.8 3 1024

Right insula 40.0 0.0 5.0 Peak: 250–275 ms
Duration: 100–300 ms

4.56657 4.9 3 1024

Right inferior frontal gyrus-pars triangularis 60.0 30.0 10.0 Peak: 100–125 ms
Duration: 100–200 ms

3.49622 0.002

Right anterior superior temporal gyrus 65.0 10.0 25.0 Peak: 150–175 ms
Duration: 100–275 ms

3.62678 0.0017

Right middle frontal gyrus 60.0 30.0 25.0 Peak: 200–225 ms
Duration: 200–275 ms

3.27512 0.0068

Right inferior frontal gyrus-pars orbitalis 30.0 35.0 210.0 Peak: 250–275 ms
Duration: 200–300 ms

3.52064 0.0015

Table contains regions, peak voxel location, duration, peak latency, t-value and P-value of regions of significant enhancement in
response to the pitch shift during speaking compared to steady-state vocalization. Regions included are cluster corrected, 30 voxels,
P < 0.01.
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demonstrated bihemispheric involvement in feedback con-
trol of speech. Importantly, we showed early left hemi-
sphere sensory responses preceding right hemisphere
frontal, parietal, and premotor responses. However, when
controlling for passive auditory perception, we found right
hemisphere parietal and premotor as well as left posterior
temporal responses. In addition, we showed bihemispheric
neurobehavioral correlations with mean compensation.
These results highlight the importance of the left hemi-
sphere in sensory feedback error processing of the pitch
shift, and the importance of the later right hemisphere
activations in higher level pitch feedback processing that
drives the behavioral compensation.

The timing of the cortical activity gives insight to the
mechanisms of error detection and compensation, and the
role of each cortical region in the circuit. In the period
prior to compensation onset, left-hemisphere primary and
secondary sensory regions across the temporal lobe and
into somatosensory cortex show enhanced responses to the
pitch shift in the speaking condition, but the absence of
SPRE in these regions implies a very similar pattern of
responses to the pitch shift in the listening condition. The
large response in left occipital regions was surprising as
models of speech production do not involve a role for the
occipital lobe. This response could be due to presence of
the visual prompt. Similarly, in the right hemisphere, IFG-
pars triangularis shows an early peak in the speaking con-
dition that correlates with the amount of compensation,
but does not show SPRE. Taken together, left sensory
regions and right IFG appear to be involved in sensory
detection and processing of the pitch shift. In terms of cur-
rent models of speech production, these data provide evi-
dence that feedback prediction errors (in terms of SFC
model) [Houde and Nagarajan, 2011] and auditory and
somatosensory error maps (in terms of DIVA model)
[Guenther and Vladusich, 2012] exist in left sensory
regions.

In the period during compensation onset, right dorsal
IPL and right PMC showed their peak activity. The timing
of these peaks indicates their involvement in coordinating
the motor change. Interestingly, only left posterior tempo-
ral lobe showed peak activity concurrent with the compen-
sation onset, but had a later SPRE peak. This could
indicate the posterior temporal lobe’s involvement in proc-
essing both the initial pitch shift and the sensory conse-
quence to the motor compensation. Given the timing of
the activations in right parietal and left posterior temporal
lobe, these regions indicate involvement in integrating
multisensory information and performing coordinate
transformations between prediction errors and motor com-
mands. In terms of current models of speech production,
this would ascribe right parietal areas the computational
role of the Kalman filter in the SFC model [Houde and
Nagarajan, 2011] and the pseudoinverse of the Jacobian
matrix (feedback mapping) in the DIVA model [Guenther
and Vladusich, 2012]. The involvement of right PMC in

Figure 3.

Cortical responses to the pitch shift that are greater in the

speaking condition than the listening condition (SPRE). MEG

cortical responses that are greater in the speaking condition in

response to the pitch shift than in the passive listening condi-

tion. Images are cluster corrected, 30 voxels, P < 0.01. Color

scale represents t-value. [Color figure can be viewed in the

online issue, which is available at wileyonlinelibrary.com.]
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initiating compensating corresponds with the DIVA model
[Guenther and Vladusich, 2012], which assigns the feed-
back control map to right PMC. The SFC model [Houde
and Nagarajan, 2011] similarly assigns premotor cortex the
role of adding the auditory- and somatosensory-based
state corrections to the previous state estimation to create
the subsequent state estimate, but is agnostic to hemi-
spheric lateralization.

Following compensation onset, the new motor activity
continually increases compensation and the sensory conse-
quence of the compensation is being detected and proc-
essed. During this time, we see right SMG, right MTG,
and several right frontal regions show their peak activity.
This window of continued monitoring, maintenance, and
memory formation is not well described in either model of
speech motor control, and is only alluded to in the SFC

TABLE II. Regions of significant enhancement in response to the pitch shift during speaking compared to passive

listening

Region SPRE MNI peak voxel SPRE Time-course t-value P-value

Left posterior middle temporal
gyrus/occipital lobe

255.0 275.0 15.0 Peak: 225–250 ms
Duration: 225–275 ms

3.77336 4.9 3 1024

Left middle occipital gyrus 235.0 280.0 10.0 Peak: 250–275 ms
Duration: 225–275 ms

3.31917 0.0076

Right premotor cortex 55.0 25.0 40.0 Peak: 175–200 ms
Duration: 100–250 ms

4.08262 2.4 3 1024

Right inferior parietal lobe 60.0 225.0 30.0 Peak: 175–200 ms
Duration: 125–200 ms

3.40243 0.0017

Right supramarginal gyrus 65.0 225.0 25.0 Peak: 250–275 ms
Duration: 250–300 ms

3.53236 0.0012

Table contains regions, peak voxel location, duration, peak latency, t-value and P-value of regions of significant SPRE, enhancement in
response to the pitch shift during speaking compared to passive listening. Regions included are cluster corrected, 30 voxels, P < 0.01.

Figure 4.

Neurobehavioral correlations across participants with mean compensation. Images are cluster

corrected, 30 voxels, P < 0.01. [Color figure can be viewed in the online issue, which is available

at wileyonlinelibrary.com.]
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model as the task goals expressed in other regions of fron-
tal cortex [Houde and Nagarajan, 2011].

Two previous studies have looked at HGP cortical re-
sponses to pitch-altered feedback using electrocorticography
(ECoG) finding enhanced HGP in response to pitch-altered
feedback in bilateral STG [Greenlee et al., 2013a] and in left
posterior temporal lobe and premotor cortex [Chang et al.,
2013]. Within the left hemisphere, Chang et al. [2013]
reported the latency in enhanced responses proceeded from
auditory to motor regions, and in one exemplary participant
showed a similar trend in the right hemisphere. These
results are in accord with our study, which found left-
hemisphere sensory HGP enhancement preceded right-
hemisphere PMC enhancement. But due to the limitation of
the size of the ECoG grid, the ECoG studies could not
address the role of the right hemisphere, or bilateral frontal
regions.

In a previous ROI-based low-frequency evoked response
study conducted by our group, we found cortical
responses to an unexpected pitch shift enhanced in bilat-
eral vSMG/pSTS, bilateral premotor cortex, right primary
auditory cortex, and left higher order auditory cortex, but
this enhancement was not correlated with vocal compensa-
tory behavior. In this study, we expand upon the initial
study by examining the induced high gamma band across
the cortical mantle and their correlations with behavior.
These findings extend our initial finding of cortical
involvement in both hemispheres in response to an unex-
pected shift in auditory feedback by describing the cortical
networks involved in recognizing and responding to a per-
ceived error in pitch production. Importantly, here we
examine not only the differential response to hearing a
pitch shift during active speaking and passive listening,
but also examine the high gamma power change from
monitoring continuous of correct auditory feedback during
speech.

Previous work studying the entire speech-motor net-
work in fMRI with pitch [Parkinson et al., 2012], formant
[Tourville et al., 2008], and somatosensory [Golfinopoulos
et al., 2011] perturbations has provided insight into the

cortical network involved in responding to sensory feed-
back. Parkinson et al.’s [2012] study of pitch-altered feed-
back showed bilateral STG enhancement. In contrast,
other fMRI studies of sensory feedback errors sustained
across the whole trial have shown enhanced responses to
altered auditory feedback in bilateral perisylvian, right
ventral somatosensory, motor, and premotor cortices
[Tourville et al., 2008], and enhanced responses to altered
somatosensory feedback in bilateral ventral motor, right
anterior SMG, right IFG-pars triangularis, and right ven-
tral PMC [Golfinopoulos et al., 2011]. The restricted net-
work reported in the Parkinson et al.’s study could
potentially be attributed to task design, where they
include responses to unshifted vocalizations, onset of a
shift, and the offset of a shift, whereas the other fMRI
studies [Golfinopoulos et al., 2011; Tourville et al., 2008]
included sustained responses to feedback alterations.
However, due to the temporal limitation of fMRI, all the
aforementioned studies were not able to address the tim-
ing of these regions, and may miss cortical regions whose
responses do not persist for the duration of the shift and
cannot address an error mid-utterance. Furthermore, the
timing of activity is essential in determining the possible
functional roles of the region, for example, early
responses indicate detection of the speech error while
later responses are involved in generating the corrective
motor response. Despite some similarities between the
current findings and the cortical responses to formant-
altered feedback [Tourville et al., 2008], there are also
several noteworthy differences. For instance, the current
findings include regions across the a greater extent of the
left temporal lobe and into SSC while in the Tourville
study, the left hemisphere enhancement did not extend
beyond the posterior Perisylvian region. Similarly, in this
study, right-hemisphere regions include IPL, SMG, and
PMC that were not seen in the Tourville et al.’s study.
Given the timing and power of right SMG and right dor-
sal IPL in our study, the role of these regions in auditory
feedback control is an important addition for any model
of speech production.

TABLE III. Significant neurobehavioral correlations with individual participant mean compensation

Region MNI peak voxel Time course Robust R2 P-value

Left middle temporal gyrus 255.0 0.0 225.0 Peak: 100–125 ms
Duration: 100–150 ms

0.6134 5.1 3 1024

Left middle occipital gyrus/
posterior temporal lobe

235.0 280.0 5.0 Peak: 150–175 ms
Duration: 100–225 ms

0.617 3.3 3 1024

Right inferior frontal gyrus 60.0 20.0 5.0 Peak: 125–150 ms
Duration: 100–150 ms

0.4404 0.004

Right inferior frontal gyrus 35.0 35.0 0.0 Peak: 175–200 ms
Duration: 100–225 ms

0.576 8.2 3 1024

Right middle frontal gyrus 45.0 55.0 25.0 Peak: 175–200 ms
Duration: 100–225 ms

0.5736 0.0022

Table contains regions, peak voxel location, duration, peak latency, robust r2, and P-value of regions with significant neurobehavioral
correlations with individual participant mean compensation. Regions included are cluster corrected, 30 voxels, P < 0.01.
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In this study, we saw a very large response in right
parietal regions throughout the auditory error, particularly
in right SMG. Yet right SMG was not correlated with the
individual participants behavioral compensation. Taken
together, right SMG is indicated as highly involved in
coordinating the compensation response. But, importantly,
this does not directly correspond with coordinating a
larger motor change, but instead could be involved in
resolving the conflict between the two sensory modalities.
The exact role of SMG in the network, either facilitating or
dampening the motor response, can be further interro-
gated with virtual or clinical lesions.

The work presented here has strong implications for our
understanding of the neuroscience of speech. The results
challenge conventional models of speech production that
posit left lateralization of speech production [Dronkers,
1996; Hickok et al., 2011]. Instead, this work provides evi-
dence that auditory error detection occurs in both hemi-
spheres. These findings challenge models of speech
production to address the feedback control of speech and
the importance of interhemispheric communication to
describe the neuroscience of speech production. Impor-
tantly, this work also impacts models of motor control by
clarifying the role of reafferent information and sensory
feedback during complex, ongoing movements.
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